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Abstract—In this paper, we propose a learning based method
for handwritten text line segmentation in document images. The
originality of our approach rely on i) the use of X-height labeling
of the textline, which provides a suitable text line representation
for text recognition, and ii) a variant of deep Fully Convolutional
Network (FCN) based on dilated convolutions. Results are given
on a public dataset and compare favorably to a standard
handmade segmentation approach.

Index Terms—Fully Convolutional Networks, line segmenta-
tion, Dilated Convolutions, Document Layout Analysis

I. INTRODUCTION

Text line detection is a crucial issue of Document Layout

Analysis, with potential strong impact on further text recog-

nition performance. If this task is quite trivial in the case of

printed documents, it becomes more difficult with handwritten

documents mainly because handwritten lines are generally

not perfectly straight. Other difficulties often occur such as

the presence of connectivities between lines, the irregularity

of handwritten words and characters and the intrinsic high

variability of handwriting. Moreover, historical documents

show even more difficulties, due to the low quality of the

documents (see Fig. 1).
Line detection raises the problem of defining what is a text

line. In the literature, one can observe that text lines are defined

either as their baseline [1], as their bounding box [2], as the

set of pixels corresponding to their handwritten components

[3], or as the area corresponding to the core of the text without

ascenders and descenders, also called X-Height [3]. Figure 2

shows X-height definition.
This later definition is more interesting since others repre-

sentations (bounding boxes, baseline, pixels) can be recovered

from X-height. It also prevents from overlapping lines, as it

can be the case with bounding boxes.
In this paper, we propose a new learning-based approach for

text line segmentation that relies on a deep, fully convolutional

neural network. Our network has been trained with X-height

labeling on different databases and obtained promising results.
This paper is structured as follow : section II describes the

related works. Our approach is explained in section III and

experiments are detailed in section IV.

II. RELATED WORKS

As shown in the recent and very complete survey [4], a lot

of text line segmentation methods rely on algorithms which
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Fig. 1. Example of low quality historical document

Fig. 2. Different representations of text line

have to be hand-tuned. This tuning is a tedious task and is

generally dataset-dependant. On the other side, it has be shown

in many application domain that deep learning approaches

[5] can provide better results than handmade algorithms. For

the text line detection problem, the only works using deep

neural networks are the different contributions of Moysset

and al. [2], [6], [7], [8] which propose a combination of

Multi Dimensional Long short Term Memory (MDLSTM)

neural network combined with convolutional layers to predict a

bounding box around the line. Those methods give very good

results, but are limited to horizontal lines. Moreover, those
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networks are pretty heavy to train.

In this work, as we have retain the X-height representation

for a text line, every pixel of the document image has to be

labeled as belonging to text line or not. Therefore, the text

detection problem can be viewed as a semantic segmentation

problem, for which interesting deep learning approaches have

been proposed these last years.

In semantic segmentation, one recent interesting method is

the Fully Convolutional Network [9], [10] (FCN). A FCN is

a Convolutional Neural Networks (CNN) whose dense layers

have been removed, making them able to process images from

variable size. They firstly have been proposed by Long and

al. in [9]. The idea behind fully convolutional networks is

that a standard convolutional neural network can not take a

decision for each pixel, because of the dense layers who can

not keep the spatial information in the output. Thus, a fully

convolutional network works as an encoder and decoder, where

the encoder corresponds to the CNN without dense layers, and

the decoder is an additional part which is used to build an

output with the same resolution as the input.

To build the decoding part, 3 main methods have been

proposed :

The deconvolution is the original method used by Long and

al. [9]. It uses a convolution filter applied with a stride equals

to 1
f , where f is the up-sampling factor. This method has been

used by [11], [10] for semantic segmentation but also in text

lines segmentation by [3].

The unpooling consists in keeping a memory of the winning

activation during the different pooling layers to re-inject the

result at those localizations. [12] use this method while [13]

use both unpooling and deconvolution in their network.

The two previous methods have shown great results in

semantic segmentation, but they induce one major problem:

the upsampling action can sometimes be coarse, and in the

case of text lines detection, it might regroup some lines

together, making the recognition impossible for both lines.

For this reason, we decided to use a third method, the dilated
convolution also known as ”A trous” convolution, which is

described in the next section III.

III. PROPOSED APPROACH

Although FCN have shown great ability to solve semantic

segmentation problems, those networks widely use pooling

and striding, which drastically reduce the image resolution (32

times for VGG16 for example).

A. Motivations

Our goal here is to avoid reducing the image resolution

during the training and prediction, because upsampling might

lead to connected lines. Thus, the main reason for resolution to

decrease comes from the pooling layers. But just removing the

pooling layers can not be enough, since those pooling layers

are here for two reasons: at first, they reduce the number of

computations made in the network, but most important, they

increase the size of the filters receptive fields. Thus, removing

the pooling layers will reduce the context our network is able

to see.

One solution to solve this problem could be to increase our

filters size. But the number of parameters in the network is

squared the filters size, so simply increasing the filters size

will lead to a far greater number of parameters. For example,

a 9× 9 receptive field requires 81 parameters, against only 9

parameters for a 3× 3 receptive field coupled with 2 pooling

layers (which would results to an equivalent 9 × 9 receptive

field). Finally, to get the same receptive fields than VGG16,

the number of parameters will explode from 9 to 4225 for

each filter.

An alternative solution is to use the ”A trous” algorithm,

proposed by [14] to use dilated convolutions. The idea is to

fill the filters with zeros, to artificially increase the size of

receptive fields.

B. Dilated convolutions

Let x be the input, f the weighted filter and m the number

of parameter in the filter. Then the output of a standard

convolution can be computed as follow (Eq. (1)):

y[i] =
∑

m=1

x[i+m]f [m] (1)

For dilated convolution, a dilation rate r is introduced,

which corresponds to the scale factor of the filter following

the equation (2):

y[i] =
∑

m=1

x[i+ r ·m]f [m] (2)

As one can see, dilated convolution is a generalization of the

standard convolution, which correspond to a dilation rate of 1.

A visual representation of dilated convolution is given in figure

4. The ”A trous” algorithm idea comes from [14] and have

firstly been used with wavelet transform. It recently have been

brought up to date recently in fully convolutional networks,

especially by [15], [16], [17], [18], showing interesting results.

Finally, dilated convolutions provide two advantages: first

the size of the receptive fields can be controlled without

reducing the resolution nor increasing the number of param-

eters, and secondly it also allows to reduce the number of

parameters and the depth of our network, since deconvolution

and unpooling induce a deeper and larger network, due to

the decoder part which have to be learned. The drawback of

this method is the number of computations, which increases

because of the high resolution.

C. Network architecture

For our network, we decided to use a 7 layers architecture:

the 2 first layers correspond to standard convolutions, with a

dilation 1. Then two layers with dilation 2 and two layers with

dilation 4. Those dilation rates are used to replace poolings

layers, in order to keep the same receptive fields than after

a 2 × 2 pooling layer. Those 6 layers are pretty similar to

the VGG16 6 first layers. Finally, a last convolution layer is

added for prediction, with dilation 1 and filters size 1. The

idea behind those dilations is the fact that text line detection

does not require large context to be efficient. Our network

architecture is presented on figure 3.
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Fig. 3. Our network architecture : the input resolution is never changed and the receptive fields are increased due to the dilation

Fig. 4. Visual representation of dilated convolution

IV. EXPERIMENTS

A. Data preparation

One advantage with fully convolutional networks is that they

do not require fixed images size, since only convolutions are

used. But some constraints still exist for those images. First,

working with large images causes two problems: the number

of computations increases drastically, increasing in the same

way the training time. Also, the GPU memory is not enough

to process whole large images. The second limitation comes

from the variation of the images sizes. If this variation is too

high, the network will tend to over consider bigger images

over little images, due to the loss computation.

To take care of those constraint, we decided to reshape the

image as follows: the largest side of the image is reduced to

608 pixels, and the other side is reduced to keep the same

ratio between height and width.

B. Datasets

Our method has been tested on two different datasets. The

first one is private, while the second is the dataset provided

for the baseline detection competition at ICDAR 2017 (cBAD
1), which is the successor of the ICDAR 2015 ANDAR text

lines competition.

The private dataset is made of 1600 images of high resolu-

tion (3000× 4000) with 1500 images for training and 100 for

validation. The dataset is composed with approximately 10000

lines and is a mobile semi-synthetic dataset : real handwritten

1https://scriptnet.iit.demokritos.gr/competitions/5/

text lines from the RIMES [19] database are pasted onto

real backgrounds captured with different mobile phones. The

purpose of this dataset is twofold : test the robustness of the

method with a mobile capture and different backgrounds while

easily obtain the location of the text lines for the evaluation.

To generate this dataset, we proceeded as follow : text lines

are extracted with binarization, then those lines are pasted at

a random position on a random background, and finally we

add a gaussian blur and compress them. The X-height of each

line has been labeled at the pixel level.

The cBAD dataset is formed of 755 pages of handwritten

archival documents, with 216 in training and 539 in test

with high resolution too (3000 × 4000), but high variation

in the quality. We then divided the training set in 2, with 176

remaining in training, and 40 in validation. Here also, the X-

height labeling is provided for each line.

C. Training

A FCN architecture has been trained on both datasets, using

Keras [20]. The training criterion is the pixel accuracy. We

used a 10−5 learning rate with a stochastic gradient descent.

Due to the variable size of our images, we did not used

mini batch but worked in an online way. The convergence

of the models has been respectively controlled on the vali-

dation datasets to prevent overfitting. As the networks output

probability heat maps, one needs a post processing in order

to identify the text lines. For that, we simply choose the

maximum value between line and non-line probabilities2.

The systems are evaluated using classical Recall/Precision

and F-measure criteria. We also provide the mIoU measure,

computed as follows:

mIoU =
A ∩B

A ∪B

where A is the prediction image and B is the ground truth

image.

2Note that the ”maximum” operator is equivalent to a 0.5 threshold, which
could be tuned to optimize the performance. We did not proceed to this
optimization.
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For the cBAD competition, the metrics are not computed at

the pixel level, but regarding the position of the baseline (See

[1] for details). As our approach outputs the text X-height, we

extracted the baseline from the predicted core text to match

the evaluation requirement.

D. Results

Since the first dataset is private, we only provide results

for qualitative purpose. A visual example is given in Fig 5.

However the dataset is rather easy, and does not allow to really

evaluate the efficiency of the approach on difficult real-world

documents.

Therefore, we decided to participate to the challenging

cBAD competition. To compensate for the rather small training

dataset (176 images), our architecture has been pre-trained on

our private dataset (9000 images), and then fine tuned on the

cBAD training dataset.

TABLE I
RESULTS OBTAINED AT THE CBAD COMPETITION USING THE

COMPETITION METRICS.

F-measure Precision Recall mIoU

FCN (our approach) 0.75 0.66 0.86 0.93
Steerable filters 0.408 0.407 0.409

Table I shows the obtained results on the cBAD testing

dataset. We compare our method with the classical steerable

filter approach [21], an ad-hoc method that provided good

results for text line detection competition at ICDAR 2015.

The results of other participants at cBAD competition will

be added to the paper as soon as they are available. As one

can see, our FCN approach provides a good mIoU value

of 93%. Regarding recall and precision values, FCN method

clearly outperforms the steerable filters approaches. Note that

steerable filters predict bounding boxes and not baseline, so

we picked the bottom side of the bounding box, which can be

disadvantaging for the steerable filters.

Fig. 6 shows an example of a document where lines have

been extracted using steerable filters and our FCN approach.

Note that for the sake of visualization, the bounding boxes

have been extracted for both approaches. One can observe that

our FCN approach provides thinner boxes, and that it yields

less under segmentation.

V. CONCLUSION

In this paper, we have presented a novel approach based

on fully convolutional networks and dilated convolutions for

text lines detection in handwritten documents. The approach is

generic and provides very fast decision process since a whole

document is segmented within a single network forward.

Moreover, it shows competitive results on two datasets.
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Fig. 5. A result example on our private dataset.

Fig. 6. Comparison between steerable filters (left) and FCN (right) on an image from the cBAD competition (better in color).
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